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The challenge of massive galaxies
(Here massive: Mstar ~ 1010 M☉ and higher)

• Deep potential wells: Stellar driven outflows less efficient 
• Hot halo cools over Hubble times and has low ang. mom.

•Overcooling / too compact sizes

•Physics is complicated
• Role of BH feedback, CRs, magnetic fields, th. conduction?
• Are these processes simulated correctly (e.g., see Volker’s talk)?

•Well defined sub-classes
• Hubble sequence, SF vs Quiescent bimodality (also at z=2!) 
• Clear differences in sizes, structure, ages
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Remarkable Progress over the past ~5 years
The Astrophysical Journal, 742:76 (10pp), 2011 December 1 Guedes et al.
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Figure 2. Left panel: the optical/UV stellar properties of Eris at z = 0. The
images, created with the radiative transfer code Sunrise (Jonsson 2006), show
an i, V, and FUV stellar composite of the simulated galaxy seen face-on and
edge-on. A Kroupa IMF was assumed. Right panel: projected face-on and edge-
on surface density maps of Eris’s neutral gas at z = 0. The color bar shows the
neutral gas fraction.
(A color version of this figure is available in the online journal.)

Eris’ bulge-to-disk ratio (as determined by a two-component
fit to the i-band surface brightness profile), B/D = 0.35, is
also typical of Sb spirals, which are characterized by a median
(±68/2%) value log B/D = −0.53+0.27

−0.30, and of many Sbc
galaxies, which have log B/D = −0.86+0.34

−0.40 (Graham & Worley
2008). A three-component decomposition (disk + bar + bulge)
will lower the B/D ratio further. The bulge Sérsic index,
ns = 1.4, is indicative of a “pseudobulge” rather than a
classical one: according to Weinzirl et al. (2009), ∼3/4 of
all bright spirals have low ns ! 2 bulges. Eris’ large final
disk (disk-to-total ratio D/T = 0.74) is not typically found in
lower-resolution simulations of Milky Way sized galaxies that
impose no restrictions on merger history: e.g., only one of the
eight galaxies simulated by Scannapieco et al. (2010) has a
photometric D/T as large as 0.68 (and six have D/T < 0.5),
and only one out of the six galaxies above Mvir = 1011 M⊙
simulated by Brooks et al. (2011) has a disk-to-total ratio
comparable to Eris’ (“h239,” which is offset, however, from
the stellar-mass–halo-mass relation).

3.3. Stellar Content

Eris’ total mass in baryons is Mb = 9.5 × 1010 M⊙,
corresponding to a mass fraction fb = 0.12 that is 30% lower
than the universal value (for the adopted cosmology) of 0.175.
Stars (and their remnants) comprise 41% of all baryons within
Rvir: the total stellar mass, M∗ = 3.9 × 1010 M⊙, is comparable
to the value estimated for the Milky Way, (4.9–5.5) × 1010 M⊙,
by Flynn et al. (2006).

To make a bias-free comparison with the stellar-mass–halo-
mass relation derived from the abundance matching technique
by Behroozi et al. (2010) we adopt the following procedure.
We fit the SDSS u, g, r, i, z broadband colors from the mock
Sunrise images with the flexible stellar population synthesis
code of Conroy et al. (2009): the fit assumes a Kroupa IMF
and provides a photometric stellar mass estimate of M∗ =
3.2 × 1010 M⊙ (C. Conroy 2011, private communication), 18%

Figure 3. One-dimensional i-band radial surface brightness profile of Eris at
z = 0. This is well fitted by a Sérsic bulge with index ns = 1.4, an exponential
disk with scale length Rd = 2.5 kpc, and a bulge-to-disk ratio B/D = 0.35. The
dust reddened, face-on two-dimensional light distribution created by Sunrise
was analyzed with Galfit (Peng et al. 2002) following a procedure similar to
that detailed in Weinzirl et al. (2009). The “downbending” in the brightness
exponential profile at about five disk scale length and the surface brightness
where the break occurs, 23.5 i-mag arcsec−2, are characteristic of late-type
spiral galaxies (Pohlen & Trujillo 2006).
(A color version of this figure is available in the online journal.)

lower than the value directly measured in the simulation. The
photometric stellar mass of Eris can now be weighted self-
consistently against the Behroozi et al. (2010) average stellar-
mass–halo-mass relation (which uses a Chabrier 2003 IMF), free
of IMF systematics, after offsetting all Behroozi et al. (2010)
stellar masses by 0.06 dex (to correct from Chabrier to Kroupa
IMF). The comparison, depicted in the right panel of Figure 4,
demonstrates that Eris’ implied “baryon conversion efficiency,”
η ≡ (M∗/Mvir) × (ΩM/Ωb) = 23%, is in excellent agreement
with that predicted by the abundance matching technique.
This contrasts with the recent analysis of many hydrodynamic
simulations of galaxy formation by Guo et al. (2010), who show
that the great majority of them lock too many baryons into
stars to be viable models for the bulk of the observed galaxy
population. Note that the intrinsic scatter in the stellar mass at
a given halo mass is estimated to be 0.17 dex, independent of
halo mass (Yang et al. 2009).

With a circular velocity at the radius, R80 = 6.8 kpc,
containing 80% of the i-band flux of V80 = 210 km s−1, our
Galaxy lies close to the Tully–Fisher relation of the Pizagno
et al. (2007) galaxy sample (see the left panel of Figure 4).
As discussed in Pizagno et al. (2007), the Tully–Fisher relation
uses V80 as the primary velocity measure rather than V2.2, the
circular velocity at 2.2 disk scale lengths, since the former is
less sensitive to the degeneracies of bulge–disk decomposition.
The ratio V2.2/V200 = 214 km s−1/129 km s−1 = 1.66 in Eris,
where V200 is the circular velocity at the radius enclosing a
mean overdensity of 200 ρcrit (R200 = 177 kpc), is equal to the
value suggested by the dynamical model for the Milky Way
of Klypin et al. (2002). It is also consistent with the recent
measurements of the virial mass of the Milky Way by Smith et al.
(2007) and Xue et al. (2008), implying V2.2/V200 = 1.48+0.25

−0.26
and V2.2/V200 = 1.67+0.31

−0.24, respectively.4 Note that while

4 The V2.2/V200 ratios from Smith et al. (2007) and Xue et al. (2008) were
computed by Dutton et al. (2010) from these data sets after converting different
virial mass definitions and for an assumed Milky Way’s V2.2 = 220 km s−1.
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Figure 2. Left panel: the optical/UV stellar properties of Eris at z = 0. The
images, created with the radiative transfer code Sunrise (Jonsson 2006), show
an i, V, and FUV stellar composite of the simulated galaxy seen face-on and
edge-on. A Kroupa IMF was assumed. Right panel: projected face-on and edge-
on surface density maps of Eris’s neutral gas at z = 0. The color bar shows the
neutral gas fraction.
(A color version of this figure is available in the online journal.)

Eris’ bulge-to-disk ratio (as determined by a two-component
fit to the i-band surface brightness profile), B/D = 0.35, is
also typical of Sb spirals, which are characterized by a median
(±68/2%) value log B/D = −0.53+0.27

−0.30, and of many Sbc
galaxies, which have log B/D = −0.86+0.34

−0.40 (Graham & Worley
2008). A three-component decomposition (disk + bar + bulge)
will lower the B/D ratio further. The bulge Sérsic index,
ns = 1.4, is indicative of a “pseudobulge” rather than a
classical one: according to Weinzirl et al. (2009), ∼3/4 of
all bright spirals have low ns ! 2 bulges. Eris’ large final
disk (disk-to-total ratio D/T = 0.74) is not typically found in
lower-resolution simulations of Milky Way sized galaxies that
impose no restrictions on merger history: e.g., only one of the
eight galaxies simulated by Scannapieco et al. (2010) has a
photometric D/T as large as 0.68 (and six have D/T < 0.5),
and only one out of the six galaxies above Mvir = 1011 M⊙
simulated by Brooks et al. (2011) has a disk-to-total ratio
comparable to Eris’ (“h239,” which is offset, however, from
the stellar-mass–halo-mass relation).

3.3. Stellar Content

Eris’ total mass in baryons is Mb = 9.5 × 1010 M⊙,
corresponding to a mass fraction fb = 0.12 that is 30% lower
than the universal value (for the adopted cosmology) of 0.175.
Stars (and their remnants) comprise 41% of all baryons within
Rvir: the total stellar mass, M∗ = 3.9 × 1010 M⊙, is comparable
to the value estimated for the Milky Way, (4.9–5.5) × 1010 M⊙,
by Flynn et al. (2006).

To make a bias-free comparison with the stellar-mass–halo-
mass relation derived from the abundance matching technique
by Behroozi et al. (2010) we adopt the following procedure.
We fit the SDSS u, g, r, i, z broadband colors from the mock
Sunrise images with the flexible stellar population synthesis
code of Conroy et al. (2009): the fit assumes a Kroupa IMF
and provides a photometric stellar mass estimate of M∗ =
3.2 × 1010 M⊙ (C. Conroy 2011, private communication), 18%

Figure 3. One-dimensional i-band radial surface brightness profile of Eris at
z = 0. This is well fitted by a Sérsic bulge with index ns = 1.4, an exponential
disk with scale length Rd = 2.5 kpc, and a bulge-to-disk ratio B/D = 0.35. The
dust reddened, face-on two-dimensional light distribution created by Sunrise
was analyzed with Galfit (Peng et al. 2002) following a procedure similar to
that detailed in Weinzirl et al. (2009). The “downbending” in the brightness
exponential profile at about five disk scale length and the surface brightness
where the break occurs, 23.5 i-mag arcsec−2, are characteristic of late-type
spiral galaxies (Pohlen & Trujillo 2006).
(A color version of this figure is available in the online journal.)

lower than the value directly measured in the simulation. The
photometric stellar mass of Eris can now be weighted self-
consistently against the Behroozi et al. (2010) average stellar-
mass–halo-mass relation (which uses a Chabrier 2003 IMF), free
of IMF systematics, after offsetting all Behroozi et al. (2010)
stellar masses by 0.06 dex (to correct from Chabrier to Kroupa
IMF). The comparison, depicted in the right panel of Figure 4,
demonstrates that Eris’ implied “baryon conversion efficiency,”
η ≡ (M∗/Mvir) × (ΩM/Ωb) = 23%, is in excellent agreement
with that predicted by the abundance matching technique.
This contrasts with the recent analysis of many hydrodynamic
simulations of galaxy formation by Guo et al. (2010), who show
that the great majority of them lock too many baryons into
stars to be viable models for the bulk of the observed galaxy
population. Note that the intrinsic scatter in the stellar mass at
a given halo mass is estimated to be 0.17 dex, independent of
halo mass (Yang et al. 2009).

With a circular velocity at the radius, R80 = 6.8 kpc,
containing 80% of the i-band flux of V80 = 210 km s−1, our
Galaxy lies close to the Tully–Fisher relation of the Pizagno
et al. (2007) galaxy sample (see the left panel of Figure 4).
As discussed in Pizagno et al. (2007), the Tully–Fisher relation
uses V80 as the primary velocity measure rather than V2.2, the
circular velocity at 2.2 disk scale lengths, since the former is
less sensitive to the degeneracies of bulge–disk decomposition.
The ratio V2.2/V200 = 214 km s−1/129 km s−1 = 1.66 in Eris,
where V200 is the circular velocity at the radius enclosing a
mean overdensity of 200 ρcrit (R200 = 177 kpc), is equal to the
value suggested by the dynamical model for the Milky Way
of Klypin et al. (2002). It is also consistent with the recent
measurements of the virial mass of the Milky Way by Smith et al.
(2007) and Xue et al. (2008), implying V2.2/V200 = 1.48+0.25

−0.26
and V2.2/V200 = 1.67+0.31

−0.24, respectively.4 Note that while

4 The V2.2/V200 ratios from Smith et al. (2007) and Xue et al. (2008) were
computed by Dutton et al. (2010) from these data sets after converting different
virial mass definitions and for an assumed Milky Way’s V2.2 = 220 km s−1.
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4 Hopkins et al.

Figure 1. Mock images of two Milky Way (MW)-mass galaxies at z = 0 simulated using FIRE-2: (m12i and m12f). Each imaged is a u/g/r composite (in
Hubble Space Telescope bands) with a logarithmic stretch, using STARBURST99 to determine the SED of each star based on its age and metallicity and
ray-tracing following Hopkins et al. (2005) with attenuation using a MW-like reddening curve with a dust-to-metals ratio of 0.4. We show face-on (top) and
edge-on (bottom) images. Both form thin disks, with clear spiral structure, clear dust lanes, and visibly resolved star-forming regions. Properties of each galaxy
(and a complete list) are in Table 1.

plies that gas consumption timescales are long (⇠ 50 dynamical
times; Kennicutt 1998), and giant molecular clouds (GMCs) ap-
pear to turn just a few percent of their mass into stars before they
are disrupted (Zuckerman & Evans 1974; Williams & McKee 1997;
Evans 1999; Evans et al. 2009). Observed galaxy mass functions
and the halo mass-galaxy mass relation require that galaxies in-
corporate or retain only a small fraction of the universal baryon
fraction in stars and the ISM (Conroy et al. 2006; Behroozi et al.
2010; Moster et al. 2010). Observations of the intergalactic medium

(IGM) and circum-galactic medium (CGM) require that many of
those baryons must have been accreted into galaxies, enriched,
and then expelled in galactic super-winds with mass loading Ṁwind

many times larger than the galaxy SFR (Aguirre et al. 2001; Pet-
tini et al. 2003; Songaila 2005; Martin et al. 2010; Oppenheimer
& Davé 2006), and indeed such winds are ubiquitously observed
(Martin 1999, 2006; Heckman et al. 2000; Newman et al. 2012;
Sato et al. 2009; Chen et al. 2010; Steidel et al. 2010; Coil et al.
2011).

c� 0000 RAS, MNRAS 000, 000–000

‘Latte’ (Wetzel et al. 2016), FIRE-2
mb ~ 7,000 M�	�!gas ~ 20 pc (actually M101)

MW galaxies
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Remarkable Progress over the past ~5 years

The Astrophysical Journal, 736:88 (11pp), 2011 August 1 Feldmann, Carollo, & Mayer

Figure 2. Massive (M > 1010M⊙) galaxies orbiting within the group at z = 0.1. Each composite image shows an edge-on view, i.e., a view along the intermediate
axis of the reduced moment-of-inertia tensor of the stellar component within 10 kpc, of a satellite galaxy. The galaxies are arranged with respect to their color, Sérsic
index, rotational support, star formation rate, and gas fraction. Fundamental galaxy properties are shown at the top right of each panel (v/σ , B − I color, Sérsic index,
stellar mass in M⊙, SFR in M⊙ yr−1, H i fraction). Galaxies 1, 2, and 6 are classified as normal disk galaxies, 3–5 as gas-poor disks, and 7–13 as elliptical galaxies. A
representative of each class is marked with a colored star. (Red star) This galaxy has a red color, hosts virtually no neutral gas, is almost spherical (sphericity of the
stellar component c/a = 0.77), has a steep surface mass profile, and its kinematics are dominated by velocity dispersion. (Yellow star) The galaxy is a red, gas-poor,
rotating disk galaxy (c/a = 0.38) with an I-band exponential scale length aI = 1.4 kpc. (Blue star) This galaxy hosts ∼109 M⊙ of HI, has a bluer B − I color,
and harbors a rotating stellar disk (c/a = 0.36) with aI = 2.3 kpc. The RGB color channels of the images correspond to the surface brightness in the rest-frame
Bessel B, R, and I filter bands (Bessell 1990), respectively, and range from 16 mag arcsec−2 to 24.5 mag arcsec−2. Green contour lines indicate the column densities
of neutral hydrogen corresponding to 0.1, 1, 10, and 100 M⊙ pc−2, while thin (thick) red contours correspond to column densities of 1 (10) M⊙ pc−2 of bound hot
(T > 2.5 × 105 K) gas. The asymmetric gas contours in the two top left panels reveal the action of ram-pressure as the satellites move through the intragroup medium.
The scale of all images is indicated in the bottom right panel. The green circle at the bottom-left corner of panel 13 has a radius of two gravitational softening lengths
and indicates the resolution limit of the simulation.
(A color version of this figure is available in the online journal.)

disks to almost spherical spheroids, as well as in rotational sup-
port (vrot/σcen ∼ 0.4–1.3), color (B−I = 0.6–1.3 mag), neutral
hydrogen fraction (fgas ∼ 0%–5%), and SFRs. Properties range
from passively evolving galaxies to moderately star-forming
systems, with SFRs that are typical of similar mass z ∼ 0 disks,
i.e., ∼1 M⊙yr−1.

Bulge to disk decompositions remain challenging even at
the sub-kpc resolution of our simulation. However, based on
standard morphological classification criteria that use global
galactic properties such as the ratio of stream-to-dispersion ve-
locities, and the index of single-component Sérsic fits to the
surface brightness profiles, we identify six group members as

rotationally supported, disk galaxies (vrot/σcen ! 1, nSérsic <
2.5). These galaxies show a range of colors and SFRs that
range from those of normal star-forming spirals to those of
passive spirals/S0 galaxies. Specifically, three of the disk galax-
ies have red colors (B − I ∼ 1.2–1.3), contain no significant
amount of neutral hydrogen (<1%), and have stopped forming
stars (top right in Figure 2). The three other disk galaxies, in-
stead, have bluer colors (B − I ∼ 0.6–0.9), significant neutral
hydrogen fractions ("3%), and SFRs of ∼1 M⊙ yr−1 (top left
in Figure 2). The remaining seven satellites have properties that
are typical of early-type (hereafter “elliptical”) galaxies, i.e.,
nSérsic ! 2.5 and vrot/σcen < 1.

4

Hubble sequence in a single simulation (RF et al. 2011)

green contour = HI

The EAGLE simulation project 529

Figure 2. Examples of galaxies taken from simulation Ref-L100N1504 illustrating the z = 0 Hubble sequence of galaxy morphologies. The images were
created with the radiative transfer code SKIRT (Baes et al. 2011). They show the stellar light based on monochromatic u-, g- and r-band SDSS filter means and
accounting for dust extinction. Each image is 60 ckpc on a side. For disc galaxies both face-on and edge-on projections are shown. Except for the third elliptical
from the left, which has a stellar mass of 1 × 1011 M⊙, and the merger in the bottom left, which has a total stellar mass of 8 × 1010 M⊙, all galaxies shown
have stellar masses of 5–6 × 1010 M⊙.

2 eV per proton mass. This ensures that the photoionized gas is
quickly heated to ∼104 K. For H this is done instantaneously, but
for He II the extra heat is distributed in redshift with a Gaussian
centred on z = 3.5 of width σ (z) = 0.5. Wiersma et al. (2009b)
showed that this choice results in broad agreement with the thermal
history of the intergalactic gas as measured by Schaye et al. (2000).

4.3 Star formation

Star formation is implemented following Schaye & Dalla
Vecchia (2008), but with the metallicity-dependent density thresh-
old of Schaye (2004) and a different temperature threshold, as de-
tailed below. Contrary to standard practice, we take the star forma-
tion rate to depend on pressure rather than density. As demonstrated
by Schaye & Dalla Vecchia (2008), this has two important advan-
tages. First, under the assumption that the gas is self-gravitating,
we can rewrite the observed Kennicutt–Schmidt star formation law
(Kennicutt 1998), "̇∗ = A("g/1 M⊙ pc−2)n, as a pressure law:

ṁ∗ = mgA
(
1 M⊙ pc−2)−n

( γ

G
fgP

)(n−1)/2
, (1)

where mg is the gas particle mass, γ = 5/3 is the ratio of specific
heats, G is the gravitational constant, fg is the mass fraction in gas
(assumed to be unity), and P is the total pressure. Hence, the free
parameters A and n are determined by observations of the gas and
star formation rate surface densities of galaxies and no tuning is
necessary. Secondly, if we impose an equation of state, P = Peos(ρ),

then the observed Kennicutt–Schmidt star formation law will still be
reproduced without having to change the star formation parameters.
In contrast, if star formation is implemented using a volume density
rather than a pressure law, then the predicted Kennicutt–Schmidt law
will depend on the thickness of the disc and thus on the equation of
state of the star-forming gas. Hence, in that case the star formation
law not only has to be calibrated, it has to be re-calibrated if the
imposed equation of state is changed. In practice, this is rarely done.

Equation (1) is implemented stochastically. The probability that
a gas particle is converted into a collisionless star particle during a
time step %t is min(ṁ∗%t/mg, 1).

We use A = 1.515 × 10−4 M⊙ yr−1 kpc−2 and n = 1.4, where we
have decreased the amplitude by a factor of 1.65 relative to the value
used by Kennicutt (1998) because we use a Chabrier rather than a
Salpeter stellar initial mass function (IMF). We increase n to 2 for
nH > 103 cm−3, because there is some evidence for a steepening at
high densities (e.g. Genzel et al. 2010; Liu et al. 2011), but this does
not have a significant effect on the results since only ∼1 per cent of
the stars form at such high densities in our simulations.

Star formation is observed to occur in cold (T ≪ 104 K), molec-
ular gas. Because simulations of large cosmological volumes, such
as ours, lack the resolution and the physics to model the cold, in-
terstellar gas phase, it is appropriate to impose a star formation
threshold at the density above which a cold phase is expected to
form. In OWLS we used a constant threshold of n∗

H = 10−1 cm−3,
which was motivated by theoretical considerations and yields a
critical gas surface density ∼10 M⊙ pc−2 (Schaye 2004; Schaye &

MNRAS 446, 521–554 (2015)
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Hubble fork in EAGLE
(Schaye et al. 2015)

z=0.1
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Remarkable Progress over the past ~5 years

How do galaxies populate dark matter haloes? 1117

Figure 5. Galaxy formation efficiency as a function of halo mass. The black
curve indicates the values required if a !CDM universe is to fit the observed
SDSS/DR7 stellar mass function. Coloured symbols show the values found
for a large number of recent simulations of the formation of individual
galaxies from !CDM initial conditions. Different colours correspond to
simulations by different authors as noted. The simulation results vary widely,
but the great majority lock too many baryons into stars to be viable models
for the bulk of the real galaxy population.

stars. This reduction in efficiency may perhaps reflect the effects
of feedback from AGN (Bower et al. 2006; Croton et al. 2006).
In haloes of mass around 4 × 1010 M⊙, around 1 per cent of the
available baryons have been converted into stars. Here, following
the original suggestion of Larson (1974), SN feedback is believed
to be responsible for the low efficiency, since it can expel gas ef-
fectively from such shallow potential wells. In the smallest sys-
tems, reionization may also play a role in suppressing condensation
and star formation (Efstathiou 1992; Benson et al. 2002; Sawala,
Scannapieco & White 2010).

3.6 The stellar mass ‘Tully–Fisher’ relation

A long standing problem in !CDM cosmology has been to repro-
duce simultaneously the galaxy luminosity function and the zero-
point of the Tully–Fisher relation (Kauffmann, White & Guiderdoni
1993; Cole et al. 1994, 2000; Navarro & Steinmetz 2000). The abun-
dance matching method used here reproduces the observed stellar
mass function automatically. To establish a link between stellar
mass and circular velocity, we use the M∗–Mhalo relation to assign
a stellar mass to the central galaxy of each dark matter (sub)halo
in the MS-II. The maximum circular velocity of these subhaloes is
tabulated in the simulation data base, and we take this as a proxy for
the maximum rotation velocity of the galaxy. The resulting ‘Tully–
Fisher’ relation is shown in Fig. 6. Black dots are our predictions
for central galaxies. There is a tight relation between stellar mass
and halo maximum circular velocity which can be described ap-
proximately by a double power law. The bend corresponds to the
turnover point in the M∗–Mhalo relation (Fig. 2) and to the point
where galaxy formation efficiency reaches its maximum. Large
symbols show data for observed spiral galaxies taken from Bell
& de Jong (2001) who adopted a scaled-down Salpeter IMF when
deriving their stellar masses. This gives values which are higher

Figure 6. The stellar mass ‘Tully–Fisher’ relation. Small black dots plot
the stellar masses predicted for individual MS-II haloes by the M∗–Mhalo
relation of Fig. 2 against their current maximum circular velocity. Big sym-
bols are based on estimates of the stellar mass of real galaxies from I-band
(crosses), K-band (filled circles) and B- and R-band (open circles) photom-
etry and on direct measures of their maximum rotation velocity (Bell & de
Jong 2001).

by 0.15 dex than those used here, which assume a Chabrier IMF.
We shift the observational data downwards by 0.15 dex in order to
compensate for this difference.

The !CDM model predicts circular velocities which are similar
to or lower than those observed over the full stellar mass range.
Moderate differences in this sense are expected, since the simula-
tions do not account for the gravity of the baryons [see the discussion
in Navarro & Steinmetz (2000)]. In the region 2.0 < log Vc < 2.2
where spiral galaxies dominate the mass functions, the predicted
circular velocity at each stellar mass is lower than in the observa-
tions by about 25 per cent. This is plausible, given results from
detailed simulations of spiral formation (e.g. Gustafsson, Fairbairn
& Sommer-Larsen 2006; Abadi et al. 2009). These simulations
show that galaxy condensation leads to a compression of the in-
ner dark halo which is similar to but somewhat weaker than that
predicted by simple adiabatic contraction models (Barnes & White
1984; Blumenthal et al. 1986; Gnedin et al. 2004). The combined
effect of the baryonic galaxy and the compressed dark halo is an in-
crease in maximum circular velocity which may be of the order we
require. Such an enhancement is already included approximately
in many disc galaxy formation models (e.g. Mo, Mao & White
1998; Cole et al. 2000). Recent studies (Dutton et al. 2007; Gnedin
et al. 2007) suggest that still larger circular velocity enhancements
may be produced, in which case the galaxy luminosity function and
Tully–Fisher relation cannot be matched simultaneously, but this
depends on the details of galaxy formation and assembly and goes
beyond the issues we can discuss here. At higher masses log Vc >

2.2, the difference between prediction and observation is smaller,
though the model still predicts a slightly lower circular velocity for
a given stellar mass. This again corresponds well to observation
since strong gravitational lensing studies suggest that the circular
velocity is constant at close to the halo maximum value through-
out the central regions of these higher mass galaxy–halo systems
(Gavazzi et al. 2007). At the low-mass end, log Vc < 2.0, dark

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 404, 1111–1120
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FIRE-2 (Hopkins et al. to be submitted)

Today effectively all simulations reproduce (to a degree) Mstar – Mhalo 
for Milky Way masses and below.

FIRE-2: Numerics vs. Physics 15

Figure 6. Mock images, as in Fig. 1, comparing FIRE-1 (left) and FIRE-2
(right) versions of the same galaxy on the same scale. Top: Dwarf galaxy
(m10q). Because their morphologies are irregular or spheroidal, they are
insensitive to numerical details. Middle & Bottom: MW-mass galaxy (m12i)
seen face-on and edge-on. Qualitatively, the morphologies are similar. The
FIRE-2 run is higher-resolution, which translates to a slightly thinner thin
disk and a more extended, low surface-brightness outer disk.

public since FIRE-1 was developed. For the sake of transparency
and clarity, a complete set of fits to the FIRE-2 stellar evolution,
yield, and cooling tabulations are presented in Appendices A-B.

(vi) Code Optimization, Higher Resolution: For FIRE-2, we
have made a number of purely numerical optimizations to the
GIZMO code, to improve speed and parallelization efficiency (for
details, see Appendix G). We have also re-compiled some lookup
tables and re-fit cooling functions for greater precision. This has no
effect whatsoever on our results, of course, but it has allowed us to
run new simulations at even higher resolution compared to FIRE-
1, as part of the “Latte” runs (Wetzel et al. 2016). § 4 extensively
discusses the effects of improved spatial and mass resolution in the
simulations.

3 BASIC RESULTS & COMPARISON BETWEEN FIRE-1
& FIRE-2

Table 1 summarizes all the production-quality FIRE-2 simulations
that have been run as of writing this paper. For each, we give the
halo virial mass, virial radius, stellar mass of the “target” galaxy
(the galaxy used to identify the initial zoom-in region), half-mass
radius of the target galaxy, mass resolution of the simulation, and
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Observed (abundance matching):

Figure 7. Stellar mass-halo mass relation for FIRE-2 simulations (colored
points) at z = 0. Stellar masses and halo virial masses are defined as in Ta-
ble 1, for all resolved, uncontaminated halos (116 galaxies total; see text,
§ 3). Large points show the “primary” (most massive) galaxy within the
zoom-in region, in each simulation (different point styles). Grey triangles
show FIRE-1 simulations. While individual galaxies may differ in mass,
the effects are primarily stochastic: the two agree well on average. We com-
pare observational estimates as labeled; black dotted lines show the obser-
vationally estimated ⇠ 95% intrinsic scatter (see text). Within the scatter
and systematic variations between fits, the simulations agree well with the
observations at all masses.

some values describing the “spatial resolution” (because our simu-
lations are Lagrangian, mass resolution is well-defined, but “spatial
resolution” is inherently variable: we discuss this in detail in § 4.2).
We have considered simulations spanning a z = 0 halo mass range
from Mhalo ⇠ 109 �1012, similar to our FIRE-1 simulations. All the
simulations here have been run to redshift z = 0.

Fig. 1 shows both face-on and edge-on images of two of our
FIRE-2 MW-mass systems (m12i and m12f), at the highest resolu-
tion we have studied (mi,1000 = 7). These use STARBURST99 (in
fact, the same assumptions used in-code) to compute the stellar
spectra as a function of age and metallicity for each star particle,
and then ray-trace through the ISM assuming a constant dust-to-
metals ratio and physical dust opacities to volume-render the ob-
served images in each band, which we use to construct a mock HST
u/g/r composite image as seen by a distant observer. Fig. 2 shows
images from within the galaxy: we select a random star ⇠ 10kpc
from the galactic center and construct a Galactic Aitoff projection
of the ray-traced image from all stars in the galaxy to the mock
observer. Fig. 3 shows images of several dwarf galaxies from the
ultra-faint through LMC mass scales.

Fig. 4 shows several properties of a representative subset of
our simulations: the star formation rate and stellar mass versus time
(archeological formation history of stars within the z = 0 galaxy);
the stellar mass-weighted mean metallicity of those stars versus
time; the z = 0 baryonic and total mass profiles; and the z = 0 cir-
cular velocity curve. Each property is measured for the “target”
galaxy in the simulation. Essentially all of our high-resolution sim-
ulations show qualitative behavior similar to one of the galaxies
plotted.

Fig. 5 compares the galaxies for which we have both
production-quality FIRE-1 and FIRE-2 simulations, specifically.
Fig. 6 compares the visual morphology of the same galaxies. Here
we can directly compare formation histories and morphologies of
the same galaxy, with our improved numerical methods.

In Fig. 7, we plot the stellar mass-halo mass relation for our

c� 0000 RAS, MNRAS 000, 000–000

z=0
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Aquila (Scannapieco et al. 2012)
Galaxy sizes

The Aquila comparison project 1737

Figure 7. The Tully–Fisher relation. The circular velocity at the stellar half-mass radius of each simulated galaxy is plotted as a function of stellar mass for
all 13 level-5 runs. Small black dots correspond to data for nearby spirals taken from Pizagno et al. (2007), Verheijen (2001) and Courteau et al. (2007). The
symbols connected by a solid line show the contribution of the dark matter to the circular velocity at Rh,stars. Those connected by the dotted line show the
circular velocity of the dark-matter-only halo (Aq-C) at the same radii.

Figure 8. Gas mass fraction, f gas = Mgas/(Mgas + Mstellar), of the galaxy versus R-band absolute magnitude. Magnitudes have been calculated using the Bruzual
& Charlot (2003) population synthesis models for solar metallicity and a Chabrier IMF and ignoring the effects of dust extinction. Symbols in grey/black
show data for nearby spirals compiled from the references listed in the figure label. We also show the cold gas fraction prediction of the semi-analytic model
L-GALAXIES (Guo et al. 2011) for Aq-C. The gas fraction predicted by GALFORM (Cooper et al. 2010) is close to zero and thus lies outside the plotted range.

selectively allow high angular momentum material to be accreted
and retained in order to form a realistic disc.

The right-hand panel of Fig. 9 shows the projected half-mass
radius of cold gas in the simulated galaxies (at z = 0) as a function of
stellar mass and compares them with H I observations compiled by

Dutton et al. (2011) from Swaters et al. (1999) and Verheijen (2001).
Despite the large code-to-code variation, the simulated gaseous
discs are systematically more extended than the stellar component,
in agreement with observation. They are also in better agreement
overall with the typical size of H I discs, a result that suggests

C⃝ 2012 The Authors, MNRAS 423, 1726–1749
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS
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galaxies too compact

galaxies too diffuse

observat
ions

• galaxies too massive and too small, i.e. too compact
Classic problem:

540 J. Schaye et al.

Figure 9. Galaxy size as a function of stellar mass for galaxies at z = 0.1
in pkpc. The coloured curves show the median, projected half-mass radii for
the simulations and the shaded regions show the 1σ scatter. For clarity we
only show the scatter in Recal-L025N0752 for M∗ < 1010 M⊙ and in Ref-
L100N1504 for M∗ > 1010 M⊙. The simulation curves are dotted below
the resolution limit of 600 stellar particles. Where there are fewer than 10
galaxies per bin, individual objects are shown as filled circles. The models
are compared with Sérsic half-light radii from SDSS (Shen et al. 2003;
the grey, solid line shows the median and the grey dotted lines indicate 1σ

scatter) and GAMA (Baldry et al. 2012; data points with error bars indicate
the 1σ scatter, shown separately for blue and red galaxies). The simulations
and Shen et al. (2003) only include late-type galaxies, i.e. a Sérsic index
ns < 2.5.

too small. As a consequence of this strategy, the z ∼ 0 galaxy sizes
cannot be regarded as true predictions.

Fig. 9 plots the median value of the half-mass radius, R50, i.e. the
radius that encloses 50 per cent of the stellar mass in projection, as a
function of galaxy stellar mass. The half-mass radii were determined
by fitting Sérsic laws to the projected, azimuthally averaged surface
density profiles, as in McCarthy et al. (2012). Following Shen et al.
(2003), only galaxies with Sérsic index ns < 2.5 are included. For
Ref-L1001504, 94 per cent of the galaxies with more than 600 star
particles have ns < 2.5.

The high-resolution Recal-L025N0752 agrees very well with the
intermediate-resolution models for M∗ > 109 M⊙, which corre-
sponds to about 600 star particles for the intermediate-resolution
runs. For this mass the median R50 is about three and a half times
the maximum gravitational softening length (see Table 2). Hence,
we take the stellar mass 600mg as the minimum value for which we
can measure half-mass radii. We thus require six times more stellar
particles to measure sizes than we need to measure mass.

The simulations are compared to data from SDSS (Shen et al.
2003) and GAMA (Baldry et al. 2012). Note that the observations
fit surface brightness profiles and provide half-light radii rather than
half-mass radii, so the comparison with the models is only fair if
the stellar mass-to-light ratio does not vary strongly with radius. As
mentioned above, Shen et al. (2003) select galaxies with ns < 2.5,
as we have done here. Baldry et al. (2012) on the other hand present
results separately for red and blue galaxies, finding that the latter
are ∼0.2 dex more extended at fixed stellar mass. Shen et al. (2003)
use Petrosian apertures, which we expect to yield results similar to
the 3D apertures of 30 pkpc that we use for the simulations (see
Section 5.1.1).

Figure 10. The relation between the mass of the central supermassive BH
and the stellar mass of galaxies. The coloured curves show the median
relations for the simulations and the shaded regions show the 1σ scatter. For
clarity we only show the scatter in Recal-L025N0752 for M∗ < 1010 M⊙
and in Ref-L100N1504 for M∗ > 1010 M⊙. Where there are fewer than 10
objects per bin, individual objects are shown as filled circles. Data points
with 1σ error bars show the compilation of observations from McConnell
& Ma (2013). The simulations show the total stellar mass (within a 3D
aperture of 30 pkpc), while observations show bulge masses. However, the
observed galaxies were selected to be early type. The simulations agree with
the observations, although the observed scatter is larger.

For M∗ ≫ 108 M⊙ Shen et al. (2003) agree better with the Baldry
et al. (2012) results for red galaxies, even though ns < 2.5 should
pick out more discy and hence bluer galaxies. The differences be-
tween the two data sets are indicative of the level of correspondence
between independent measurements of observed galaxy sizes.

For 109 < M∗/M⊙ < 1010 the simulation results fall in be-
tween those of Baldry et al. (2012) for red and blue galaxies. For
M∗ < 109 M⊙ and M∗ > 1010 M⊙ the simulations agree very well
with the sizes of blue and red galaxies, respectively. At 1011 M⊙
the red sample of Baldry et al. (2012) gives sizes that are about
0.1–0.2 dex larger than found for both the simulations and the data
from Shen et al. (2003). This difference may be due to the fact that
Shen et al. (2003) use Petrosian sizes, whereas Baldry et al. (2012)
do not. Indeed, if we do not impose any 3D aperture, then the sim-
ulation curve follows the results of the red sample nearly exactly
for M∗ ! 1011 M⊙, while the sizes of lower mass galaxies remain
unchanged (not shown). The agreement with Shen et al. (2003) is
excellent: the difference with the simulations is ≤0.1 dex for all
models and for the full range of stellar mass.

For M∗ > 1010 M⊙ the scatter in the sizes of the simulated
galaxies is similar to the observed dispersion, but at lower masses
it appears to be smaller. This could be due to a lack of resolution or
some other deficiency in the simulations or halo finder, but it could
also be due to observational errors or to the fact that we have ignored
variations in the stellar mass-to-light ratio and dust extinction.

5.4 The relation between BH mass and stellar mass

Fig. 10 shows the mass of the central supermassive BH as a function
of the galaxy’s stellar mass. The simulation results are compared

MNRAS 446, 521–554 (2015)
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EAGLE (Schaye et al. 2015) Bottrell et al. 2017 (also Snyder et al. 2015) Illustris galaxies in the SDSS - II 7
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Figure 1. (Left): The size-luminosity relations of the SDSS (blues) and Illustris (reds, filled) in samples matched by stellar mass. Illustris
galaxy properties are taken from the DISTINCT catalog. Contour levels show the 50th, 67th, 75th, 86th, 95th and 99th percentiles for the
size-luminosity distributions of Illustris and SDSS galaxies defined by r-band b + d absolute magnitude and circular half-light radius in
rest-frame physical coordinates. Illustris and SDSS each span roughly 4 magnitudes in luminosity, but galaxies in Illustris are intrinsically
brighter and larger. The scaling between size and luminosity is also shallower for galaxies from Illustris – leading to a stark contrast of
size estimates at the low-luminosity end of the distributions. (Right): Same as the left panel but using properties Mr,synth and rhlr,synth
computed directly from the flux in the synthetic images. The distribution for Illustris galaxies is shifted by roughly 0.2 magnitudes
brighter than in Figure 1 due to the removal of bias from internal segmentation. Stellar masses for the SDSS galaxies are taken from the
catalog of Mendel et al. (2014). 105 Illustris galaxies are sampled with replacement to match the stellar mass distribution of the 34,700
galaxies in SDSS with logM?/M� > 10 and are within 0.04 < z < 0.06.

pseudo-bulges – finding that the size-luminosity relation of
classical bulges is the same as for ellipticals. Pseudo-bulges,
which are sometimes classified by Sérsic index, n . 2, have a
steeper slope than classical bulges and ellipticals on the size-
luminosity relation but significantly greater scatter (Gadotti
2009). The discrepancy between pseudo-bulges and classical
bulges is expected as pseudo-bulges are believed to have a
di↵erent formation mechanism and to be structurally dif-
ferent from classical bulges (e.g., Kormendy & Kennicutt
2004, and references therein). Classification of bulges into
pseudo-bulges and classical bulges using Sérsic index is gen-
erally imperfect (Graham 2013), but can be considered as
an approximation (Fisher & Drory 2008). Many bulges with
n < 2 follow the tight size-luminosity relation for classical
bulges and, conversely, some bulges that are o↵set from this
relation have Sérsic indices that are consistent with the dis-
tribution of classical bulges (Gadotti 2009; Graham 2013).

Our analysis does not discern between classical and
pseudo-bulges – as our bulge+disc decompositions use a
bulge component with fixed Sérsic index, n = 4. However,
our analysis of the simulated and observed galaxy popula-
tions is internally consistent. If pseudo-bulges in the simu-
lations are equally represented and structurally similar to
observed pseudo-bulges, then their e↵ect on the distribu-
tion of structural parameters will be the same. Therefore,
while the structural estimates for pseudo-bulge properties
may be inaccurate in our bulge+disc decompositions, any
discrepancies between the distributions of bulge properties

between the simulations and observations will be sourced by
true structural di↵erences of these components.

The presence and growth of a stellar bulge component
in galaxy morphologies is strongly linked to many key pro-
cesses of galaxy formation theory. The photometric bulge-
to-total fractions obtained in the structural decompositions
of galaxies provide estimates of the relative contribution of
the bulge to their structure. The importance of bulges in
various scaling relations including size-luminosity, the bulge-
to-total fractions are well-suited to identify the morpholog-
ical di↵erences between Illustris and the SDSS. In this sec-
tion, the observed size-luminosity relations of late-type (disc-
dominated) and early-type (spheroid- or bulge-dominated)
are examined to provide context for a morphological com-
parison using the photometric bulge-to-total fraction and
total stellar mass.

4.2 Bulge and disc fractions in Illustris and the
SDSS

The distinct size-luminosity relations of bulge and disk dom-
inated galaxies is obvious in the SDSS sample, when popu-
lations are separated either by visual morphology, or quan-
titative bulge fractions. Figure 2 shows the size-luminosity
relation of the visual classification sample of Nair & Abra-
ham (2010) using the half-light radii rhl

g,B+D

and absolute
g�band magnitudes M

g,B+D

from the bulge+disc decompo-
sitions of Simard et al. (2011). The left panel of Figure 2
shows that roughly splitting the full sample into late- and

MNRAS 000, 1–19 (2016)

But, whether using R_E,V,galfit (left) or using r_V,int (right) as the sizes, the MassiveFIRE galaxies 
elevated relative to the mass-size relation: 
 

 
 
Whereas excluding dust, the galfit sizes are basically on the mass-size relation, though two quiescent galaxies 
(squares, a bit hidden) are definitely bigger than the Q mass-size relation in the nodust case. 
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FIRE z=2

Recent simulations:
• some agree well with obs. (e.g. EAGLE),  
• others seem to somewhat over-predict the 

sizes for given mass & luminosity 
• see also Annalisa’s talk
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How comparable are sizes in simulations and observations?

• Observations: 2D Sersic fit (Galfit), extrapolated to infinity, 
                      based on light (optical bands) 

• Simulations: often 3D radii in apertures, based on mass 

Price, Kriek, RF et al in prep

MassiveFIRE mock photometry

Mock WFC3 images:
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• Convolve with 
CANDELS F160W PSF

• Add average-depth 
CANDELS noise

Multiple projections for 
each simulated galaxy, 

multiple filters/projection 

Price+in prep 12

Simulated UVJ

Ed
ge

-o
n

Fa
ce

-o
n

Mock Obs, z~2MassiveFIRE mock photometry

Mock WFC3 images:
• Artificially redshift

• Convolve with 
CANDELS F160W PSF

• Add average-depth 
CANDELS noise

Multiple projections for 
each simulated galaxy, 

multiple filters/projection 

Price+in prep 12

Simulated UVJ

Ed
ge

-o
n

Fa
ce

-o
n

Mock Obs, z~2

MassiveFIRE mock photometry

Mock WFC3 images:
• Artificially redshift

• Convolve with 
CANDELS F160W PSF

• Add average-depth 
CANDELS noise

Multiple projections for 
each simulated galaxy, 

multiple filters/projection 

Price+in prep 12

Simulated UVJ

Ed
ge

-o
n

Fa
ce

-o
n

Mock Obs, z~2

Two dozen galaxies 
from MassiveFIRE (z=2)

simple RT accounting 
for dust absorption
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How comparable are sizes in simulations and observations?

• Half-light radii are larger than half-mass radii 
• After color correction: no strong tilt, modest scatter, only small offset

Comp. with half-light radii Correction based on color gradient

z=2 z=2

Price, Kriek, RF et al in prep
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• Cosmological, hydrodynamical zoom-in sims of 

• High numerical resolution:  tens of pc, mb ~ few 104 M�

~40 central galaxies in halos ~3×1012 – 3×1013 M� (@z=2)

R. Feldmann, Nov 2014 9

R. Feldmann (Berkeley), E. Quataert (Berkeley), P. F. Hopkins (Caltech), 
C-A. Faucher Giguere (NorthWestern),  D. Keres (UC San Diego)

http://www.astrophoto.com/M82.htm

Feedback In Realistic Environments

F RE
Massive

Overview

• new generation (pressure-entropy) SPH
• incl. entropy diff. & improved art. viscosity 
• adaptive gravitational softening
• momentum + energetic FB from SNe & stellar 

winds, radiation pressure, metal+mol. cooling
• SF based on H2, 100% efficiency per tff

based on P-SPH / FIRE 
(Hopkins+2014)

• 18 zoom-in regions in a (144 Mpc)3 box 
• main halos ~ 3×1012 M� – 3×1013 M�
• down to z=2
• mSPH ~ 3×104 M�
• minimal gravitational softening for gas, 

stars ~10 pc
• ~1 billion SPH particles

Specs

• adaptive softening: grav. softening "gas = SPH smoothing length hgas 
• minimum hspline ~ 12 pc (but not a meaningful quantity)  
• typical: star forming gas: <hspline> ~ 28 pc, <n> ~ 1000 cm-3

Gas

• SPH in pressure-entropy formulation, Cullen-Dehnen AV

SF • in self-gravitating gas [ & dense (ncrit = 5 cm-3), molecular ]
Note: • "gas => max. density nmax at which self-gravity computed correctly 

• if ncrit ~ nmax, SF sensitive to choice of ncrit 
• if ncrit > nmax can form stars only if hgas << "gas; turbulence 
• cold gas properties incorrect, lower SFR, more bursty SF

MassiveFIRE Eris Illustris EAGLE
nmax / cm-3 ~700 0.14 0.04 0.06
ncrit / cm-3 5 5 0.13 0.04 (Z=0.01)

RF et al. 2016 • no BH feedback
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• in locally bound, dense, Jeans unstable, molecular gas 
• ρSFR = ρH2 / tff 
• only small fraction of molecular gas is locally bound 
• FB self-regulates SF to ~few % eff. per ff even in dense gas

Feedback in Realistic Environments (FIRE) Hopkins et al. 2014

Star formation:

Feedback:
• mass, energy, momentum 
• individual SN are time-resolved (i.e., ≤1 per time step) 
• inject mom. at end of adiab. phase of Sedov-Taylor (if cooling radius unresolved)

SN 

stellar winds (OB/AGB) treated same way as SN but continuous injection
photo-ionization/photo-eletric heating:

• simple RT (local absorption & opt. thin long range transport) 
• 5 bands (ionizing, far-UV, near-UV, optical/near-IR, mid/far-IR) 
• luminosity absorbed (locally) by dust re-emitted in the mid/far-IR band

Radiation pressure:
• momentum only from absorption followed explicitly via RT (radial away from source) 
• can in principle result in multiple scattering (IR) but typically <10% of rad.pressure
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http://www.astrophoto.com/M82.htm

Feedback In Realistic Environments

F RE2 Hopkins et al. to be submitted

Comparison FIRE – FIRE-2

• MFM instead of P-SPH: perhaps largest, most important difference58 P. F. Hopkins

Figure 1. Illustration of key conceptual differences between some of the methods here. For an irregularly distributed set of sampling/grid points or ‘particles’
(black circles) with locations xi , we require a way to partition the volume to solve the equations of hydrodynamics between them. Left: the MFM and MFV
methods here. The volume partition is given by the weighted kernel at each point (equation 6); here, the red/green/blue colour channels represent the fraction
of the volume at each point associated with the corresponding particle (ψi (x)). Here, we apply the same kernel function and typical kernel ‘width’ as in the
text. Note that this returns a Voronoi tessellation with the boundaries ‘smoothed’. Despite the kernel function being spherical, the domains associated with
each particle are not, and the entire volume is represented. The fluid equations are then solved by integrating over the domain of each particle/cell. Centre: the
unstructured/moving-mesh partition. Now the boundaries are strict step functions at the faces given by the tessellation. Note that this is (exactly) the limit of our
MFM/MFV method for an infinitely sharply peaked kernel function; technically the moving-mesh method is a special case of the MFV method. The volume
integrals are then reduced to surface integrals across the faces. Right: the SPH partition. In SPH, the contribution to volume integrals behaves as the kernel,
centred on each particle location; the whole volume is ‘counted’ only when the kernel size is infinitely large compared to the interparticle spacing (number of
neighbours is infinite). The equations of motion are evaluated at the particle locations xi , using the weighted-average volumetric quantities from the volume
partition.

symmetric (i.e. depend only on the absolute value of the coordinate
differences |x − xi|, |y − yi|, etc.). Because of the normalization by
ω(x), the absolute normalization of W is irrelevant; so without loss
of generality, we take it (for convenience) to be normalized such
that 1 =

∫
W (x − x′, h(x)) dν x′.

An example of this is shown in Fig. 1, with (for comparison),
the volume partitions used in moving-mesh and SPH methods. We
construct a two-dimensional periodic box of side-length unity with
three randomly placed particles, and use a cubic spline kernel for
W with kernel length h set to the equivalent of what would contain
≈32 neighbours in 3D. We confirm that the entire volume is indeed
partitioned correctly, like a Voronoi tessellation with the ‘edges’
between particles smoothed (avoiding discontinuities in the ‘mesh
deformation’ as particles move9). In the limit where W is suffi-
ciently sharply peaked, we can see from equation (6) that we should
recover exactly a Voronoi tessellation, because 100 per cent of the
weight (ψ(x)) will be associated with the nearest particle. In fact,
technically speaking, Voronoi-based moving-mesh methods are a
special case of the method here, where the function W is taken to
the limit of a delta function and the volume quadrature is evaluated
exactly.10

9 Throughout, when we refer to ‘mesh deformation’, we refer to the fact that
when particles move, the volume partition – i.e. the map between position
and association of a given volume element with different particles/cells –
changes. This occurs constantly in Lagrangian codes (SPH/MFM/MFV, and
moving meshes), regardless of whether or not the partition is explicitly
re-constructed each timestep or differentially ‘advected’.
10 In practice, the reconstruction step (Section 2.4) differs slightly in most
Voronoi-mesh schemes, because they reconstruct the primitive quantities at
the centroid of the face, rather than at the point along the face intersecting
the line between the two points sharing said face.

We now insert this definition of the volume partition into equa-
tion (5), and Taylor-expand all terms to second-order accuracy
in the kernel length h(x) (e.g. f (x) = fi(xi) + h(xi) ∇f (x =
xi) · (x − xi)/h(xi) + O(h(xi)2); the algebra is somewhat tedious
but straightforward). Note that 1 =

∑
i ψi(x), and since the ker-

nel has compact support, |x − xi | ∼ O(h(xi)) where W ̸= 0. If we
apply this to the integral of an arbitrary function (and assume the
kernel function is continuous, symmetric, and compact), we obtain
∫

f (x) dν x =
∑

i

∫
f (x) ψi(x) dν x (8)

=
∑

i

fi(xi)
∫

ψi dν x + O(hi(xi)2) (9)

≡
∑

i

fi Vi + O
(
h2

i

)
, (10)

where Vi =
∫

ψi(x) dν x is the ‘effective volume’ of particle i (i.e.
the integral of its volume partition over all of space). Applying the
same to equation (5), evaluating the spatial integral, and dropping
the O(h2) terms, we obtain

0 = d
dt

∑

i

Vi U i φi −
∑

i

Vi Fi · (∇φ)x=xi

=
∑

i

[
φi

d
dt

(Vi U i) − Vi Fi · (∇φ)x=xi

]
, (11)

where Fi · (∇φ)x=xi
refers to the product of the tensor F with the

gradient of φ evaluated at xi .
To go further, and remain consistent, we require a second-order

accurate discrete gradient estimator. Here, we can use locally
centred least-squares matrix gradient operators, which have been
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Figure 16. KH instability (Section 4.4.1). We compare the result of a 2D,
2562 KH test problem at t = 2.1, where the rolls should be going non-
linear. Top: in the MFM and MFV methods, the rolls are well captured (with
just the standard, small neighbour number, a 3D equivalent of NNGB = 32).
There are small differences in the secondary structures developing, discussed
below. Middle: SPH: in TSPH, a combination of surface tension and E0
errors suppress KH roll formation. In PSPH, the noise is large enough that
eliminating the surface tension alone does not help; we must also go to very
large neighbour number to see rolls. Even then, the small-scale structure
is corrupted by E0 errors. Bottom: fixed grid (PPM). Symmetry is well
preserved, while diffusion suppresses small-scale (grid-seeded) modes, at
the expense of structure inside the whorls. If we boost the fixed-grid run by
a uniform vy = 10 ( right), diffusion increases (at resolution <1282, this
‘wipes out’ the instability), and symmetry is broken.

Fig. 16 shows the results at t = 2.1 for a 2562 run. In the non-SPH
methods, the mode behaves as expected. The linear growth phase is
almost perfectly identical between the MFM, MFV, moving-mesh,
and fixed-grid codes (we have compared quantitatively with the
linear-growth curves in McNally et al. 2012, and find all these
methods behave similarly; see also Fig. 20). The instability grows
at the shear layer and the peaks of each fluid phase penetrate further,
until the non-linear shear leads them to roll up into the well-known
KH ‘whorls’. In the non-linear phase, we see differences begin to
appear. This is further emphasized in Fig. 17, where we compare
later times. In Fig. 18, we quantitatively compare the amplitude
of the y-velocity perturbation in the early (linear) phase, where we
define the amplitude following McNally et al. (2012, their equations
6–13), and compare to the converged reference solution therein at
40962 resolution.

Figure 17. Non-linear evolution of the KH instability in Fig. 16, at t = 4.7
and 9.2. In MFV ( top) and MFM (second from top) calculations, the sub-
structure of the rolls is well preserved; so they continue to ‘roll up’ until
they overlap, leading to the entire box going non-linear. The sub-structure
of the non-linear rolls is especially well preserved in the MFV calculation
(remember this is only 2562!). In stationary-grid codes, the rolls diffuse
into one another. This is minimized if we use a high-order (PPM) scheme
(middle); nearly all sub-structure is lost with a typical, second-order grid
method ( second from bottom); and even more severe diffusion appears if
we apply a boost (bottom). Much higher resolution is required in grid codes
to reduce this diffusion and see the same roll sub-structure at late times.
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Figure 16. KH instability (Section 4.4.1). We compare the result of a 2D,
2562 KH test problem at t = 2.1, where the rolls should be going non-
linear. Top: in the MFM and MFV methods, the rolls are well captured (with
just the standard, small neighbour number, a 3D equivalent of NNGB = 32).
There are small differences in the secondary structures developing, discussed
below. Middle: SPH: in TSPH, a combination of surface tension and E0
errors suppress KH roll formation. In PSPH, the noise is large enough that
eliminating the surface tension alone does not help; we must also go to very
large neighbour number to see rolls. Even then, the small-scale structure
is corrupted by E0 errors. Bottom: fixed grid (PPM). Symmetry is well
preserved, while diffusion suppresses small-scale (grid-seeded) modes, at
the expense of structure inside the whorls. If we boost the fixed-grid run by
a uniform vy = 10 ( right), diffusion increases (at resolution <1282, this
‘wipes out’ the instability), and symmetry is broken.

Fig. 16 shows the results at t = 2.1 for a 2562 run. In the non-SPH
methods, the mode behaves as expected. The linear growth phase is
almost perfectly identical between the MFM, MFV, moving-mesh,
and fixed-grid codes (we have compared quantitatively with the
linear-growth curves in McNally et al. 2012, and find all these
methods behave similarly; see also Fig. 20). The instability grows
at the shear layer and the peaks of each fluid phase penetrate further,
until the non-linear shear leads them to roll up into the well-known
KH ‘whorls’. In the non-linear phase, we see differences begin to
appear. This is further emphasized in Fig. 17, where we compare
later times. In Fig. 18, we quantitatively compare the amplitude
of the y-velocity perturbation in the early (linear) phase, where we
define the amplitude following McNally et al. (2012, their equations
6–13), and compare to the converged reference solution therein at
40962 resolution.

Figure 17. Non-linear evolution of the KH instability in Fig. 16, at t = 4.7
and 9.2. In MFV ( top) and MFM (second from top) calculations, the sub-
structure of the rolls is well preserved; so they continue to ‘roll up’ until
they overlap, leading to the entire box going non-linear. The sub-structure
of the non-linear rolls is especially well preserved in the MFV calculation
(remember this is only 2562!). In stationary-grid codes, the rolls diffuse
into one another. This is minimized if we use a high-order (PPM) scheme
(middle); nearly all sub-structure is lost with a typical, second-order grid
method ( second from bottom); and even more severe diffusion appears if
we apply a boost (bottom). Much higher resolution is required in grid codes
to reduce this diffusion and see the same roll sub-structure at late times.
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• complete partition of space into overlapping volumes 
• discretize integral form of Euler equations, 
• results in a scheme similar to Godunov with effective faces between particles 
• higher effective resolution for similar #particles than P-SPH

Hopkins et al. 2015

MFM Mov.mesh SPH
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Feedback In Realistic Environments

F RE2 Hopkins et al. to be submitted

Comparison FIRE – FIRE-2

• new SN injection scheme that ensures isotropic injection 
• no artificial pressure floor in FIRE-2: “does more harm than good” 
• increased mass resolution: e.g., for MW mb ~ 7000 M�

• overall good agreement between FIRE and FIRE-214 Hopkins et al.
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Figure 5. Comparison of galaxy properties and formation histories in FIRE-1 versus FIRE-2, as in Fig. 4. We show galaxies for which the identical halo
is a member of the “core set” of both FIRE-1 and FIRE-2 simulations. FIRE-2 combines a more accurate hydrodynamic method, higher resolution, a more
accurate numerical algorithm for depositing supernova ejecta into gas around explosions, and updated cooling tables (for a complete list of changes, see § 2.10).
Nevertheless the results are qualitatively identical in every property that we examine here. We do see some quantitative differences. For dwarf galaxies, we
find slightly lower stellar masses, because of the updated photo-heating tables. Massive galaxies show slightly higher masses and central rotation velocities,
because of enhanced mixing, which occurs because our more accurate hydrodynamic method changes the cooling and efficiency of wind escape in “hot halos”
at late times. The enhanced “burstiness” in FIRE-1 m11v occurs because it was run with ⇠ 10⇥ lower resolution as compared to FIRE-2. We examine each
of the numerical aspects of the method in detail below.

tational domain – any remaining photons were lost. In FIRE-2, any
remaining photons are propagated via the long-range tree-based ra-
diative transfer method in Appendix E. The fraction of photons af-
fected is small since the vast majority are absorbed locally, and
so this produces weak or negligible differences on galactic scales
(nearly undetectable except in small dwarfs), but it eliminates the
explicit domain-dependence of local HII regions.

(iv) Removal of Spurious “Artificial Pressure” Terms: In
FIRE-1, we included an artificial numerical “pressure floor” for
cold gas in the ISM, following the approach in e.g. Robertson &
Kravtsov (2008). These floors are designed to artificially suppress
gravitational collapse of any gas resolved with less than ⇠ 4 ther-
mal Jeans lengths – artificially ensuring the Truelove et al. (1997)
criterion is always met. It has since become clear that this term is
(a) redundant, since by definition any regime in which it is signif-
icant is one which our star formation/sink particle criteria should
convert into stars – essentially, we are “double-counting” sub-grid
treatments for un-resolved fragmentation, (b) numerically problem-
atic, when coupled to a self-gravity criterion for star formation, (c)
noisy, generating spurious temperature noise at high densities and
low temperatures where turbulent, not artificial thermal pressure,
actually dominates, and (d) unphysical and often erroneous (it fails
to conserve energy and suppresses real fragmentation, especially in
turbulence-dominated regions, while providing no visible numer-
ical benefit). We therefore include no such terms in FIRE-2, but
instead follow standard practice in the star formation community

and rely on the sink-particle (star formation) criterion to treat un-
resolved fragmentation (see Federrath et al. 2010, for discussion).
In § 6 we show the removal of these terms has no effect except to
eliminate some obviously unphysical resolution-scale artifacts in
the cold gas, as expected.

(v) Updated Cooling Tables & SNeII Yields: The physical
mechanisms of stellar feedback, and assumptions about stellar evo-
lution, are the same between FIRE-1 and FIRE-2. This means SNe
rates (Ia and II), wind mass loss rates and kinetic luminosities,
bolometric luminosities and luminosities in different bands, yields,
etc., are the same. We have made one minor update: in FIRE-1, we
used the SNe II yields of Woosley & Weaver (1995); however, it
is widely known that these older models significantly under-predict
the observed yields in Mg and Ne, and we confirmed this in Ma
et al. (2016a). We have therefore updated this to the more recent
Nomoto et al. (2006) yields, which remedies this issue. We stress,
though, that for all other species (especially C and O, which con-
stitute most of the metal mass and are the dominant coolants), the
IMF-averaged yield (which is all that appears in our code) is within
⇠ 10% of Woosley & Weaver (1995). Since Mg and Ne are negligi-
ble coolants, this has no detectable effect on our main results. Sim-
ilarly, the cooling physics is the same in FIRE-1 and FIRE-2. How-
ever we have updated some of the actual fitting functions used to
compute the cooling functions (specifically for the recombination
rates, photo-electric heating including PAHs, optically-thick cool-
ing, and dust cooling), to match more accurate cooling tables made

c� 0000 RAS, MNRAS 000, 000–000
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Figure 5. Comparison of galaxy properties and formation histories in FIRE-1 versus FIRE-2, as in Fig. 4. We show galaxies for which the identical halo
is a member of the “core set” of both FIRE-1 and FIRE-2 simulations. FIRE-2 combines a more accurate hydrodynamic method, higher resolution, a more
accurate numerical algorithm for depositing supernova ejecta into gas around explosions, and updated cooling tables (for a complete list of changes, see § 2.10).
Nevertheless the results are qualitatively identical in every property that we examine here. We do see some quantitative differences. For dwarf galaxies, we
find slightly lower stellar masses, because of the updated photo-heating tables. Massive galaxies show slightly higher masses and central rotation velocities,
because of enhanced mixing, which occurs because our more accurate hydrodynamic method changes the cooling and efficiency of wind escape in “hot halos”
at late times. The enhanced “burstiness” in FIRE-1 m11v occurs because it was run with ⇠ 10⇥ lower resolution as compared to FIRE-2. We examine each
of the numerical aspects of the method in detail below.

tational domain – any remaining photons were lost. In FIRE-2, any
remaining photons are propagated via the long-range tree-based ra-
diative transfer method in Appendix E. The fraction of photons af-
fected is small since the vast majority are absorbed locally, and
so this produces weak or negligible differences on galactic scales
(nearly undetectable except in small dwarfs), but it eliminates the
explicit domain-dependence of local HII regions.

(iv) Removal of Spurious “Artificial Pressure” Terms: In
FIRE-1, we included an artificial numerical “pressure floor” for
cold gas in the ISM, following the approach in e.g. Robertson &
Kravtsov (2008). These floors are designed to artificially suppress
gravitational collapse of any gas resolved with less than ⇠ 4 ther-
mal Jeans lengths – artificially ensuring the Truelove et al. (1997)
criterion is always met. It has since become clear that this term is
(a) redundant, since by definition any regime in which it is signif-
icant is one which our star formation/sink particle criteria should
convert into stars – essentially, we are “double-counting” sub-grid
treatments for un-resolved fragmentation, (b) numerically problem-
atic, when coupled to a self-gravity criterion for star formation, (c)
noisy, generating spurious temperature noise at high densities and
low temperatures where turbulent, not artificial thermal pressure,
actually dominates, and (d) unphysical and often erroneous (it fails
to conserve energy and suppresses real fragmentation, especially in
turbulence-dominated regions, while providing no visible numer-
ical benefit). We therefore include no such terms in FIRE-2, but
instead follow standard practice in the star formation community

and rely on the sink-particle (star formation) criterion to treat un-
resolved fragmentation (see Federrath et al. 2010, for discussion).
In § 6 we show the removal of these terms has no effect except to
eliminate some obviously unphysical resolution-scale artifacts in
the cold gas, as expected.

(v) Updated Cooling Tables & SNeII Yields: The physical
mechanisms of stellar feedback, and assumptions about stellar evo-
lution, are the same between FIRE-1 and FIRE-2. This means SNe
rates (Ia and II), wind mass loss rates and kinetic luminosities,
bolometric luminosities and luminosities in different bands, yields,
etc., are the same. We have made one minor update: in FIRE-1, we
used the SNe II yields of Woosley & Weaver (1995); however, it
is widely known that these older models significantly under-predict
the observed yields in Mg and Ne, and we confirmed this in Ma
et al. (2016a). We have therefore updated this to the more recent
Nomoto et al. (2006) yields, which remedies this issue. We stress,
though, that for all other species (especially C and O, which con-
stitute most of the metal mass and are the dominant coolants), the
IMF-averaged yield (which is all that appears in our code) is within
⇠ 10% of Woosley & Weaver (1995). Since Mg and Ne are negligi-
ble coolants, this has no detectable effect on our main results. Sim-
ilarly, the cooling physics is the same in FIRE-1 and FIRE-2. How-
ever we have updated some of the actual fitting functions used to
compute the cooling functions (specifically for the recombination
rates, photo-electric heating including PAHs, optically-thick cool-
ing, and dust cooling), to match more accurate cooling tables made
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What have we learned?
A lot! For example,

• Feedback => self-regulate SF on galactic scales, Kennicutt-Schmidt relation 
• On cosmological scales: SFR set by the gas inflow into galaxies,  

counter-intuitive: SFR sets gas mass of galaxies (not the other way round) 
• halos mass drives many galaxy properties, but halo accretion rate 2nd 

parameter (especially for SFR: ‘cosmological starvation’)

RF et al. 2015, 2016, 2017, RF et al in prep
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What are the current challenges?

• What is the origin of quiescent galaxies at low and high z?
15 24• What is stopping the mass growth of massive galaxies? 

• What is the role of AGN feedback? (see also e.g. Joop’s, Yohan’s talks) 

• How do galaxies grow in size (mergers, progenitor bias, ‘compaction’)?
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Adding BH to MassiveFIRE
Accretion:

Galactic scales 
(>>10 pc)

torques from bars, 
spiral arms etc

Intermediate scales

eccentric nuclear disk 
(disk fraction, disk mass)

(BH sphere of influence) Local scales 
(<<0.1 pc)

viscous stress

Hopkins & Quataert 2010explicitly resolved

BH dynamics:
• Mseed ~ 104 M� in 107 M� halos 
• dynamical friction on resolved scales: boost dynamical mass by x300 
• merge if within accretion radius and relative velocity < escape speed

• cap at 10 x Eddington (rad. efficiency 10%) 
• fraction of mass from gas particles in accretion radius (R0~100 pc) added to BH

Feedback: • model: BAL winds 
• particles around BH kicked radially: v~1000 km/s, dP/dt ~ 10 L/c 
• no decoupling from hydro, cooling not turned-off
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Adding BH to MassiveFIRE

Angléz-Alcázar et al. in prep

800 kpc 40 kpc 2 kpc
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Some (preliminary) results18 D. Anglés-Alcázar et al.

Figure 24. Halo mass (top), central galaxy stellar mass (middle),

and central black hole mass (bottom) as a function of redshift for
four zoom-in simulations using FIRE-2 parameters/configuration.

Simulations with black hole feedback are indicated by the dashed
lines. All simulations are “standard resolution” (SR; mb = 2.7⇥
105 M�).

Figure 25. Evolutionary tracks in the MBH–M⇤ (top) and MBH–
Mbulge (bottom) planes for simulations with black hole driven

outflows with vout = 1000 km s�1 and Ṗout = 10Lbol/c (dashed

lines) and without black hole feedback (solid lines).

c� 0000 RAS, MNRAS 000, 000–000

• large variations in accretion rate (esp. at high z, where often near Eddington) 
• BH feedback appears to not affect galaxy masses 
• BH feedback affects BH growth at z<2 but no consistent effect at high z
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Summary

•Massive galaxies are complex systems that pose a number of 
challenges 

•significant progress over the past ~5 years but some major 
questions still open e.g., 

•origin of quiescent galaxies 
•reproducing galaxy morphologies 
•galaxy sizes 
•other drivers besides halo mass

•BH feedback promising candidate to solve some of these 
problems but proper modeling remains challenging


